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Focus is on question answering using

• Knowledge bases (Databases)

• Documents
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Language and Intelligence

• Distinctive characteristic of human species

• An assessment of intelligence
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Credits: Chris Manning



Intelligent Computers (1950)

Turing Test

4
Credits: Percy Liang



Symbolic AI (1960-1990)

• Deterministic mapping of language to symbolic 
representations

• Pattern matching and finite state machines

• Grammars, Syntax to Logic,

• Closed-domain language interpreters
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Early AI Assistants

Question Answering Systems
• Baseball (1961), LUNAR (1971)

Chatbot
• ELIZA (1966)

Most successful AI Assistant
• SHRDLU (1972)
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Image: analyticsindiamag.com

http://analyticsindiamag.com


SHRDLU (1971)

Person: Pick up a big red block.

Computer: OK.

Person: Grasp the pyramid.

Computer: I don’t understand which pyramid you mean.

Person (changing their mind): Find a block which is taller than the one
you are holding and put it into the box.

Computer: By ”it”, I assume you mean the block which is taller than
the one I am holding.

Computer: OK.

Person: What does the box contain?

Computer: The blue pyramid and the blue block.

Person: What is the pyramid supported by?

Computer: The box.

2

SHRDLU

7
Credits: Percy Liang



SHRDLU (1971)

Person: Pick up a big red block.

Computer: OK.

Person: Grasp the pyramid.

Computer: I don’t understand which pyramid you mean.

Person (changing their mind): Find a block which is taller than the one
you are holding and put it into the box.

Computer: By ”it”, I assume you mean the block which is taller than
the one I am holding.

Computer: OK.

Person: What does the box contain?

Computer: The blue pyramid and the blue block.

Person: What is the pyramid supported by?

Computer: The box.

2

SHRDLU

7
Credits: Percy Liang

A number of people have suggested … 
SHRDLU program for understanding natural 
language represent a kind of dead end in AI 
programming.   ………
     Even having written the program, I find it 
near the limit of what I can keep in mind at 
once  — Terry Winograd



Statistical NLU  (1990-2010)
• Probabilistic grammars from annotated data

• Language paired with programs (Zelle and Mooney, 1996)
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Statistical NLU  (1990-2010)
• Probabilistic grammars from annotated data

• Language paired with programs (Zelle and Mooney, 1996)
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Credits: Zettlemoyer and Collins (2005)



Grammar Learning

Features are the key
• languages -> Type.HumanLanguage

Train a ML model to identify good and bad features 
based on the context
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[Zettlemoyer and Collins 2005, Liang et al. 2011]

Contributions

BarackObama

TopGun

Type.Country

Profession.Lawyer

PeopleBornHere

InventorOf
...
...

Type.HumanLanguage

Type.ProgrammingLanguage

Brazil

BrazilFootballTeam

What languages do people in Brazil use

alignment alignment

Alignment: lexicon from text phrases to KB predicates
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• Expensive to annotate training data

• Domain-specific grammars



NLU meets IR
TREC, IBM Watson, Google

10
Train a feature-based model to identify the most similar sentence



Scaling NLU (2010-2016)
[Berant et al. 2013, Kwiatkowski et al. 2013, Reddy et al. 2014] 

Google Knowledge Graph, WikiData

Alternate forms of supervision
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Training data for semantic parsing

Heavy supervision Light supervision

What’s Bulgaria’s capital?

CapitalOf(Bulgaria)

When was Walmart started?

DateFounded(Walmart)

What movies has Tom Cruise been in?

Movies \ Starring(TomCruise)

...

What’s Bulgaria’s capital?

Sofia

When was Walmart started?

1962

What movies has Tom Cruise been in?

TopGun,VanillaSky,...

...

[Zelle & Mooney, 1996; Zettlemoyer & Collins, 2005; Clarke et al. 2010; Liang et al., 2011]

61

Image Credits: Percy Liang
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Training intuition

Where did Mozart tupress?

Vienna

62

 Credits: Percy Liang
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Training intuition

Where did Mozart tupress?

PlaceOfBirth(WolfgangMozart)
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PlaceOfMarriage(WolfgangMozart)

Vienna
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Our Approach

Sentence

Syntax

Ungrounded

Logical Form

Syntactic

Parser

Syntax to Logic
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Scaling using Linguistic Representations

17

Reddy et al. (2016, 2017)
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Domain Agnostic 
and handles long 

tail language

Reddy et al. (2016, 2017)
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Scaling using Linguistic Representations
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Learn from 
Domain specific 

Training Data

Reddy et al. (2016, 2017)



Deep Learning

The general approach to building Deep Learning 
systems is compelling and powerful: The researcher 
defines a model architecture and a top-level loss 
function and then both the parameters and the 
representations of the model self-organize so as to 
minimize this loss, in an end-to-end learning 
framework. — Chris Manning (2015)
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Word Embeddings

Symbols to numerical representations

How similar are hotel and lodge?

• Traditional: character overlap, dictionary

• Embeddings: hotel   = [0.5 0.3 0.2 0.9] 
                        lodge  = [0.9 0.2 0.4 0.1]

20

[Mikolov et al. 2013, Pennington et al. 2014]



Entity and Relation Embeddings

21

Embeddings for multi-relational data Pros and cons of embedding models Future of embedding models Resources

Modeling Relations as Translations (Bordes et al. ’13)

Intuition: we want s+ r ⇡ o.

The similarity measure is defined as:

d(sub, rel , obj) = ||s+ r � o||2
2

s,r and o are learned to verify that.

24 / 83 Credits: Antoine Bordes, Jason Weston

[Bordes et al. 2013]
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Entity and Relation Embeddings

 Credits: Antoine Bordes, Jason Weston

Language Model: Embedding

Nearest neighbors in 100-dim. embedding space:

france jesus xbox reddish scratched

454 1973 6909 11724 29869

spain christ playstation yellowish smashed

italy god dreamcast greenish ripped

russia resurrection psNUMBER brownish brushed

poland prayer snes bluish hurled

england yahweh wii creamy grabbed

denmark josephus nes whitish tossed

germany moses nintendo blackish squeezed

portugal sin gamecube silvery blasted

sweden heaven psp greyish tangled

austria salvation amiga paler slashed

(Even fairly rare words are embedded well.)
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Embeddings for multi-relational data Pros and cons of embedding models Future of embedding models Resources

Example

”Which genre is the movie WALL-E?”

WALL-E has genre Animation
Computer animation
Comedy film
Adventure film
Science Fiction
Fantasy
Stop motion
Satire
Drama

37 / 83

Entity and Relation Embeddings

 Credits: Antoine Bordes, Jason Weston

+ movie.genre =
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End to End AI Assistants
• Sequence to Sequence Machine Translation (Cho et al. 

2014, Sutskever et al. 2014)

• Easy to train on unstructured data

24

 Credits: Denny Britz



Hard to control and debug

25

[Li et al. 2016]

Microsoft Tay



QA on Knowledge Bases
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[Jia and Liang 2016, Dong and Lapata 2016]



QA on Knowledge Bases

26

• Data intensive

• Complex annotation process

• No control on the output language

(See Cheng, Reddy, Saraswat, Lapata 2017)

[Jia and Liang 2016, Dong and Lapata 2016]



Reading Comprehension
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Reading Comprehension Task
Question: “The number of new Huguenot colonists declined after 
what year?”
Paragraph: “The largest portion of the Huguenots to settle in the 
Cape arrived between 1688 and 1689…but quite a few arrived as 
late as 1700; thereafter, the numbers declined…”
Correct Answer: “1700”

2

Stanford Question Answering Dataset (Rajpurkar et al., 2016)

Tremendous gains using Deep Learning



Reading Comprehension
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SQuAD leaderboard



Reading Comprehension
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SQuAD leaderboard

Do these models actually understand?



Adversarial attacks
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Adversarial Evaluation
Question: “The number of new Huguenot colonists declined after 
what year?”
Paragraph: “The largest portion of the Huguenots to settle in the 
Cape arrived between 1688 and 1689…but quite a few arrived as 
late as 1700; thereafter, the numbers declined.  The number of old 
Acadian colonists declined after the year of 1675.”
Correct Answer: “1700”
Predicted Answer: “1675”

4

Model used: BiDAF Ensemble (Seo et al., 2016)

[Jia and Liang 2016]

Performance drops from 80s to 30s.



Multiple Knowledge Sources
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[Das, Zaheer, Reddy, McCallum 2017]

QA 
SystemQuestion Answer

KB Text 

Who is the first African-american president of US?



Multiple Knowledge Sources
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[Das, Zaheer, Reddy, McCallum 2017]

QA 
SystemQuestion Answer

KB Text 

Who is the first African-american president of US?

No Interpretable query representation



Winners
Could be deployed with care

• Reading comprehension

• Simple QA on knowledge bases

• Chit chat bots

• Human assisted auto reply

31



Losers

Multi relational QA on knowledge bases

Goal oriented dialog
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Summary
Don’t buy the Deep Learning hype for AI Assistants

NLU is harder than signal processing tasks

Data intensive and expensive

Limited control and low interpretability

Sensitive to adversarial attacks
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Thank you

Special thanks to my sponsors
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